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I. INTRODUCTION 

 

Linear regression can be described as representing the 

dependent variable as a linear function of one more 

independent variable(s), subject to random disturbance error. 

It estimates the mean value of the dependent variable for given 

levels of the independent variables. For the type of regression 

in which we may want to understand the central tendency in a 

dataset, the use of ordinary least square (OLS) is of paramount 

importance. OLS, however, losses its importance the moment 

an attempt is made to go beyond the median value or towards 

the extremes of a dataset. Quantile Regression was therefore 

introduced as a non-parametric method for modelling a 

variable of interest as a function of covariates. By estimating 

the conditional quantiles rather than the mean, it gives a more 

complete description of the conditional distribution of the 

response variable than least square regression, and is 

especially useful in certain types of applications. 

Quantile regression has appeared as an alternative to least 

squares in a wide range of applications. When the centre of the 

conditional distribution of a response variable Y, given a 

covariate vector X, is under investigation, median regression 

provides a consistent estimator of the conditional median 

without assuming a specific form for the conditional 

distribution. When other conditional quantiles, for example, 

the lower or upper tail of the conditional distribution, are of 

interest, quantile regression provides a way to directly 

estimate the interesting quantiles without assuming that such 

Abstract: In this study, we attempted to analyze the determinants of wage disparity by applying quantile regression 

technique. The significant effect of factors influencing wage disparity such as gender, education, age and job tenure was 

carried out using Quantile Regression Technique. The stratified random procedure was used to select a sample data of 

one thousand one hundred and eleven (1111) workers from the Federal University of Technology Akure, Nigeria 

(FUTA). Strata and Gretl statistical packages were used for the implementation of the quantile regression procedure 

through the use of quantile (θ) values 0.05, 0.25, 0.5, 0.75 and 0.95. We found out that wage is positively related to age, 

gender and education at all quantiles. However wage is negatively related to job tenure at middle and higher quantiles but 

positively related to job tenure at lower quantiles, but not statistically significant at lowest quantile. This implies that 

inequality in educational attainment, age, gender differences and job tenure produce significant effect on monthly wage 

disparity among workers. 
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quantiles are related to X in the same fashion as the 

conditional mean.  The regression analysis is focused on the 

mean; that is, we summarize the relationship between the 

response variable and predictor variables by describing the 

mean of the response for each fixed value of the predictors, 

using a function we refer to as the conditional mean of the 

response. The idea of modelling and fitting the conditional-

mean function is at the core of a broad family of regression-

modelling approaches, including the familiar simple linear-

regression model, multiple regression, models with 

heteroscedastic errors using weighted least squares, and 

nonlinear regression models. It is the method widely used in 

social-science research, but it focuses on modelling the 

conditional mean of a response variable without accounting 

for the full conditional distributional properties of the response 

variable. In contrast, the quantile regression model facilitates 

analysis of the full conditional distributional properties of the 

response variable. The quantile regression model and linear 

regression model are however similar in certain respects, as 

both models deal with a continuous response variable that is 

linear in unknown parameters, but the quantile regression 

model and linear regression model  rely on different 

assumptions about error terms. 

 
Figure 3: The Symmetry Plot for Estimate of FUTA Monthly 

Wage Distribution 

 

 

II. LITERATURE SURVEY 

 

A decade and a half after Koenker and Bassett first 

introduced quantile regression as a standard tool for statistical 

analysis, empirical applications of quantile regression started 

to grow rapidly. Empirical researchers took advantage of 

quantile regression's ability to examine the impact of predictor 

variables on the response distribution. Two of the earliest 

empirical papers by economists (Buchinsky, 1994; 

Chamberlain, 1994) provided practical examples of how to 

apply quantile regression to the study of wages. Quantile 

regression allowed them to examine the entire conditional 

distribution of wages and determine if schooling, experience 

and the effects of Union membership differed across wage 

quantiles. Evolution of wages, wage inequality, and their 

relation to education using quantile regression model have 

been studied extensively in the developed countries. Examples 

include Buchinsky (1994) for the United States, Abadie (1997) 

and Budria and Moro-Egide (2008) for Spain, Hartog et al 

(2001) and Machado and Mata (2001;2005), Martins (2004) 

and Andini (2007) for Portugal, Ferstere and Winter-Ebmer 

(1999) for Australia, Gosling et al(2000) for the UK, Prasad 

(2000) and Gernandt and Pfeiffer (2006) for Germany, 

MacGuinness et al(2009) for Ireland, Pereira and Martins 

(2002), Martins and Pereira (2004), Budria and Pereira(2005) 

and Prieto-Rodriguez etal (2008) for several European 

countries. Lemieux (2007) provides a review of the 

discussions on secular growth in wage inequality in the United 

States and other advanced industrialized countries. Aviral 

Kumar Tiwari and Raveesh Krishnankutty(2015) attempted to 

analyze the determinants of capital structure for Indian firms 

using a panel framework and to investigate whether the capital 

structure models derived from Western settings provide 

convincing explanations for capital structure decisions of the 

Indian firms by using quantile regression. Quantile regression 

is studied less often in the developing countries. Recent 

examples include Blom et al(2001) and Gonzales and 

Miles(2001) who studied the wage inequality in Brazil and 

Uruguay respectively. Patrinos et al. (2009) studied the wage 

inequality in several Latin American and East Asian countries. 

Other studies from developing countries, which study the 

returns to education by quantile regression include Mwabu 

and Schultz (1996) in South Africa, Girma and Kedir(2003) in 

Ethiopia and Falaris(2008) in Panama.  The use of quantile 

regression to analyze wages increased and expanded to 

address additional topics such as changes in wage distribution 

(Machado and Mata, 2005; Melly, 2005), wage distributions 

within specific industries (Budd and McCall, 2001), wage 

gaps between whites and minorities (Chay and Honore, 1998) 

and between men and women (Fortin and Lemieux, 1998), 

educational attainment and wage inequality (Lemieux, 2006), 

and the intergenerational transfer of earnings (Eide and 

Showalter, 1999). The use of quantile regression also 

expanded to address the quality of schooling (Bedi and 

Edwards,2002; Eide, Showalter, and Sims, 2002) and 

demographics impact on infant birth weight (Abreveya, 

2001).Quantile regression also spread to other fields, notably 

sociology (Hao, 2005, 2006a, 2006b), ecology and 

environmental sciences (Cade, Terrell, and Schroeder, 1999; 

Scharf, Juanes, and Sutherland, 1989), and medicine and 

public health (Austin et al., 2005; Wei et al., 2006). Grazyna 

Trzpiot(2011) presented a specification test for the functional 

forms of quantile regression models: quantile regression 

specification error test, using the Quantile Regression 

estimators instead of the least square estimators, the 

implementation of the test is similar to regression specification 

errors test by Ramsey(1969) and (Ramsey and Schmidt, 

1976). They followed Christoffersen's (1998) framework, 

which is designed for evaluating the accuracy of interval 

forecasts of quantile, to assess the predictive performance of 

the quantile regression models. Antonella (2015) used quantile 

regression to investigate the short term effects of M@tabel, an 

educational training programme, on Italian sixth grade 

student’s performance in mathematics at the secondary school. 

They proposed the model that allows to fully characterize the 

entire conditional distribution of performances in 

mathematics, providing a more complete view of a possible 

relationship between M@tabel treatment and the observed 

math score gain. Timothy Y. Leslie B.S, Frank M.G, Halima 

B. and Ramon V.L used multiple linear regression (MLR) and 

quantile regression (QR) models to develop the internal bond 
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(IB) of statistical methods that can improve business 

competitiveness in the wood composites industry. For this 

study, we will show the effect of wage distribution on sex, 

education, age and job tenure by applying quantile regression 

medium density fiberboard (MDF). Their model provided QR 

analysis. 

 

 

III. DATA AND METHODOLOGY 

 

This section examines the distribution of our data 

variables, the sample selection procedure, the model used for 

the research and the statistical techniques used for the 

analysis. The source of data for this study is secondary data, 

acquired from the Federal University of Technology, Akure, 

Nigeria (FUTA). It contains their background characteristics, 

educational qualification and employment type, among others 

 

A. DISTRIBUTION OF DATA VARIABLES 

 

This session presents the results of an analysis based on 

their coefficients as obtained from OLS and quantile 

regressions to examine whether OLS is able to capture the 

extreme tail distribution and to explore whether the two 

techniques provide different insights. First, we focus on 

regression diagnostic to show that our data does not meet the 

assumption of linear regression. Here we focus on the issue of 

normality. Therefore, we used the concept of Outliers, 

symmetry, Homoscedasticity and Multicollinearity to test and 

examine the distribution of our data variables. 

 

a. OUTLIERS 

 

Outliers is an observation from a different population to 

that generating the remaining sample observations. The 

inclusion or exclusion of such an observation, especially if the 

sample size is small, can substantially alter the results of 

regression analysis. In Figure 1, the dots at top of the boxplot 

which indicates possible outliers, that is, these data points are 

more than 1.5 quartile (interquartile range) above the 75th 

percentile. The boxplot also confirm that the data is skewed to 

the right. Figure 2 shows the added variable plots, regressing 

each variable against all others, we noticed the coefficients on 

each. All the data points seem not to be in range, suggesting 

the presence of outliers. The consequence of this is that we 

cannot apply ordinary least squares regression model (OLS) 

on our raw data because of the BLUE (Best Linear Unbiased 

Estimator) which OLS tends to follow. 

 
Figure 1: The Boxplot of FUTA Monthly Wage Distribution 

 
Figure 2: The Added-variable Plot of FUTA Monthly Wage 

Distribution 

 

b. SYMMETRY 

 

A symmetry plot graphs the distance above the median 

for the i-th value against the distance below the median for the 

i-th value. A variable that is symmetric would have points that 

lie on the diagonal line. As we can see in figure 3, this 

distribution is not symmetric. Figure 4 is a Histogram with 

kernel density plot that produces a kind of histogram for the 

residual, the option normal overlays a normal distribution to 

Compare. Here residual seem not to follow a normal 

distribution and it is skewed to the right. 

 
Figure 4: The Histogram with Kernel Density Plot of FUTA 

Monthly Wage Distribution 

 

c. HOMOSCEDASTICITY 

 

The error term ε is homoscedastic or equally spread, if the 

variance of the conditional distribution of εi   given Xi, var (ε | 

Xi ), is constant for i= 1…n and in particular does not depend 

on X ; otherwise, the error term is heteroscedastic i.e differing 

variance (Stock and Watson, 2003). Depending on the nature 

of the heteroscedasticity, significance tests can be too high or 

too low. In addition, the standard errors are biased when 

heteroscedasticity is present. This in turn leads to bias in test 

statistics and confidence intervals. 

We plotted residuals against predicted values, using Stata 

SE, as shown in figure 5 we also used Breusch-Pagan test, a 

non-graphical method, to detect the presence of 

heteroscedasticity as shown in figure 6. The null hypothesis is 

that residuals are homoscedastic. We reject the null hypothesis 

at 95% and concluded that the residuals are not homogeneous. 

The graphical and the Breush-pagan test suggest the 

presence of heteroscedasticity in our data. The problem with 
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this is that we may have the wrong estimates of the standard 

errors for the coefficients and hence their p-value if we use 

OLS. 

 
Figure 5: The scatterplot between residual and predicted 

values for Estimate of FUTA Monthly Wage Distribution 

 
Figure 6: The Breusch-pagan and Vif tests 

 

d. MULTICOLLINEARITY 

 

An important assumption for the multiple regression 

model is that independent variables are not perfectly 

multicollinear. One regressor should not be a linear function 

of another. When multicollinearity is present standard errors 

may be inflated. Stata will drop one of the variables to avoid a 

division by Zero in the OLS procedure (Stock and Watson, 

2003). In figure 7, all values of the variance inflation factor 

(VIF) are less than 10 suggest no multicollinearity. It is now 

evident from above sections that the data here is not normal 

and that no effect of multicollinearity. That no variable exhibit 

feature of normality. Therefore, estimation technique like 

ordinary least squares (OLS) will be biased, consequently the 

use of quantile regression estimation is more appropriate. 

Quantile regression is a robust regression technique that 

accounts for the non-normal distribution of error terms and 

heteroscedasticity (Koenker and Bassett 1978; Koenker and 

Hallock 2001). 

Unlike traditional linear models, such as OLS regression, 

that assume that estimates have a constant effect, quantile 

regression can illustrate if independent variables have non-

constant or variable effects across the full distribution of the 

dependent variable. Standard errors for these quantile 

regression coefficient estimates were also obtained with 

bootstrapping method as shown in table1. This method 

provides robust result (Kronecker and Hallock 2001), with the 

bootstrap method preferred to asymptotic method in terms of 

practicality (Hao and Maiman, 2007) 

 

B. RESEARCH METHODOLOGY 

 

The technique of estimation using Quantile Regression is 

applied to our dataset to our which is a sample of 1111 

workers in the Federal University of Technology, Akure, 

Nigeria. 

Standard least squares regression techniques provides 

summary point estimates that calculate the average effect of 

the independent variables on the wages of workers. We 

computed several regression curves corresponding to the 

various percentage points of the distributions and thus get a 

more complete picture of the set. Ordinarily this is not done, 

and so regression often gives a rather incomplete picture. Just 

as the mean gives an incomplete picture of a single 

distribution, so the regression curve gives a correspondingly 

incomplete picture for a set of distributions. 

In the context of this study, all determinants of wage of 

workers is of interest in their own right, we don't want to 

dismiss them as outliers, but on the contrary we believe it 

would be worthwhile to study them in detail. This was done 

by calculating coefficient estimates at various quantiles of the 

conditional distribution using quantile regression approach 

which avoids the restrictive assumption that the error terms are 

identically distributed at all points of the conditional 

distribution. Relaxing this assumption allow us to 

acknowledge wages heterogeneity and consider the possibility 

that estimated slope parameters vary at different quantiles of 

the conditional distribution of wages. We then analyze the 

data by assuming that wage is the function of Age (year), sex, 

level of education and job tenure, which can be in: 

Ordinary least square equations of the form: 

Wagei = β0 + β1Agei + β2Sexi+ β3Edu2i+ β3Edu3i + 

β4Edu3i + β5Jobti + εi                        (1) 
Linear Quantile model of the form: 

Wageθ, i = βθ,0 + βθ,1Agei + βθ,2Sexi+ βθ,3Edu2i+ βθ,4Edu3i + 

βθ,5Jobti + εθ,i                                                                    (2) 

The variables are defined as follows: 

Wage = Monthly Wage income in Naira 

Age = Age in Years 

Sex = An indicator variable using 1 to represent Male 

workers 

and 0 to represent Female workers 

Edu2 = An indicator variable using value 1 to represent 

workers who are graduates and 0 for workers who are not 

graduates 

Edu3 = An indicator variable using value 1 to represent 

workers who have post graduate qualifications and  0  for 

workers without postgraduate qualifications. 

Jobt = An indicator variable taking a value 1 for workers 

with Permanent Jobs and value 0 for workers with temporary 

jobs. 

The reference category is non-graduate workers with 

permanent and temporary job. From equation (2), we analyze 

the data set through quantile regression and utilizing the θth 

quantiles 
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θ ε (0.05; 0.25; 0.5;0.75;0.95). We design our models as 

shown below; 

Wage0.05, i = β0.05,0 + β0.05,1Agei + β0.05,2Sexi+ β0.05,3Edu2i+ 

β0.05,4Edu3i + β0.05,5Jobti + ε0.05,i                                                 (3) 

Wage0.25, i = β0.25,0 + β0.25,1Agei + β0.25,2Sexi+ β0.25,3Edu2i+ 

β0.25,4Edu3i + β0.25,5Jobti + ε0.25,i                                                 (4) 

Wage0.5, i = β0.5,0 + β0.5,1Agei + β0.5,2Sexi+ β0.5,3Edu2i+ 

β0.5,4Edu3i + β0.5,5Jobti + ε0.5,i                                                  (5) 

Wage0.75, i = β0.75,0 + β0.75,1Agei + β0.75,2Sexi+ β0.75,3Edu2i+ 

β0.75,4Edu3i + β0.75,5Jobti + ε0.75,i                                                            (6) 

Wage0.95, i = β0.95,0 + β0.95,1Agei + β0.95,2Sexi+ β0.95,3Edu2i+ 

β0.95,4Edu3i + β0.95,5Jobti + ε0.95,i                                                            (7) 

We solved equations (3), (4), (5), (6), (7) using sqreg 

module of STATA SE for simultaneous quantile regression 

estimation and obtained an estimate of the entire variance-

covariance of the estimates by bootstrapping with 100 

bootstrap replication. We also obtain ordinary least square 

model from the equations (1) using Gretl package. 

IV. DISCUSSION OF RESULTS 

 

Table 1 is the result obtained when we solved equations 

(3) through (7) using Sgreg module of STATA SE for 

simultaneous quantile regression with 100 bootstrap 

replication. We also obtained ordinary least square model 

from the equation (1) using Gretl package as shown in the last 

column Table 2 is the result obtained when we tested the 

equivalence of coefficient across quantiles using STATA SE. 

We used Gretl package to obtain figures 7 to 11, they illustrate 

how the effects of wage distribution vary over quantiles, and 

how the magnitude of the effects at various quantiles differ 

considerably from the OLS coefficient, even in terms of the 

confidence intervals around each coefficient. 

Table 1: Model of FUTA Monthly Income via OLS with     100 

Resampling Bootstrap 

In table 1, the bootstrap standard error of estimate with 

100 replication are shown in brackets. We then used bootstrap 

standard error in place of asymptotic standard error because 

the assumption of independent and identical distribution (i.i.d) 

did not hold in our data set. The bootstrap standard error of 

Age for 0.05th, 0.25th, 0.5th,0.75th, 0.95th and that of OLS 

are respectively 114, 568, 976, 1069, 560 and 3135 and the p-

value for all coefficients, except that of 0.05th, 0.25th and 

OLS ,are less than 0.05 level of Significance providing 

evidence to reject the null hypothesis that Age has no effect on 

monthly earning at all quantiles. Similarly,  the bootstrap 

standard error of sex  for 0.05th, 0.25th , 0.5th,0.75th  0.95th 

and  OLS are 650,1593,3461,8319,12750 and 10518 and the 

p-value for coefficients and that of OLS are more than 0.05 

with the exception of 0.75th quantile and OLS. 

Also the bootstrap standard error of education variables, 

Edu2 and Edu3, for  0.05th, 0.25th , 0.5th,0.75th and 0.95th 

are shown in table 1 and the p-value for all predictors on 

response variables are all less  than 0.05 level of significance 

at all quantiles with the exception of 0.05
th

  quantile. 

 

 

 

 

 

 

 

 

 

Figure 7: The marginal Effects of Age for all Quantiles and 

OLS of the FUTA Monthly Wage.While  the bootstrap 

standard error of jobt  for 0.05th, 0.25th, 0.5th,0.75
th

,0.95
th  

and OLS are 1304,2019,14342,14824,12725 and 24107 and 

the p-value for coefficients  are more than 0.05 with the 

exception of 0.25th and 0.75th 

 
Figure 8: The Marginal Effects of Sex for all Quantiles and 

OLS of the FUTA Monthly Wage 

Looking at the coefficient estimates that quantile 

regression and OLS provide us with in table 1, one finds out 

that: 

 

AT LOWER TAIL (I.E AT LEFT TAIL) OF A 

DISTRIBUTION 

 

For 0.05th quantile, all predictor variables are not 

significant. That is only intercept is not significant with 

positive coefficient. However, in case of 0.25th quantile, only 

Age and sex  and the intercept are not significant with positive 

coefficient and Edu2,Edu3 job tenure are significant with 

positive coefficient. 

 
Figure 9: The Marginal Effects of Edu2 for all Quantiles and 

OLS of the FUTA Monthly Wage 

CHAR 0.05Q 0.25Q 0.50Q 0.75Q 0.95Q OLS 
Intercept 18526 

[5892] 

(0.0020) 

2106.94 

[0.9360] 

(0.9360) 

-65053.4 

[34038] 

(0.0590) 

-134000 

[38725] 

(0.0010) 

-130870 

[22899] 

(0.0000) 

-1570.93 

[1246] 

(0.990) 

Age 117.90 

(114) 

(0.3030) 

494.64 

[568] 

(0.3840) 

2434.12 

[976] 

(0.0130) 

5431.33 

[1069] 

(0.0000) 

5823.13 

[560] 

(0.0000) 

508.59 

[3135] 

(0.8710) 

Sex 117.90 

[650] 

(0.8560) 

1382.69 

[1593] 

(0.3930) 

4699.16 

[3461] 

(0.1750) 

16947.4 

[8319] 

(0.0420) 

14865.4 

[12750] 

(0.2440) 

34579.60 

[10518] 

(0.0010) 

Edu2 4330.11 

[8548] 

(0.6130) 

67647.5 

[4305] 

(0.0000) 

83161.6 

[5567] 

(0.0000) 

93529.7 

[8151] 

(0.0000) 

107070 

[11089] 

(0.0000) 

73941.36 

[14474] 

(0.0000) 

Edu3 10047.8 

[7992] 

(0.2090) 

143103 

[7911] 

(0.0000) 

194091 

[4880] 

(0.0000) 

316933 

[15696] 

(0.0000) 

389534 

[16008] 

(0.0000) 

235743.7 

[7527] 

(0.0000) 

JOBT 

(JT) 

2004.26 

[1304] 

(0.1240) 

7071.13 

[2019] 

(0.0010) 

-5118.27 

[14342] 

(0.6790) 

41477.1 

[14824] 

(0.0050) 

7418.77 

[12725] 

(0.5600) 

16753.85 

[24107] 

(0.4870) 
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AT MIDDLE TAIL (I.E AT MEDIAN) OF A 

DISTRIBUTION TAIL 

 

For OLS, it rely on the property of BLUE. i.e among all 

the unbiased estimators, OLS does not provide the estimate 

with the smallest variance. It is the best linear unbiased 

estimator, if the following four assumptions hold. 

The explanatory variable xi is non-stochastic 

The expectation variable of the error term εi  are zero i.e 

E(εi) = 0 

Homoscedasticity. the variance of the error εi is constant 

i.e Var (εi)= ϭ
2
 

No autocorrelation.  i.e  Cov (εi, εj =0) i≠j 

 
Figure 10: The Marginal Effects of Edu3 for all Quantiles and 

OLS of the FUTA Monthly Wage 

Hence, the results obtained by OLS in the last column in 

table 1 is bias and distorted because of the properties of BLUE 

which our data fail to follow. 

A more comprehensive picture of the effect of Age, Sex, 

Edu2, Edu3 and Jobt on the monthly wage are obtained by 

using median Quantile Regression as shown in the third 

column in table 1. 

Median QR can be used in place of OLS because both 

attempt to model the central location of a response-variable 

distribution. Where we want to understand the central 

tendency in a data set, OLS loses its effectiveness whenever it 

attempts to go towards the extremes of a data set. Because of 

the property of BLUE which it holds on. 

 
Figure 11: The Marginal Effects of Jobt for all Quantiles and 

OLS of the FUTA Monthly Wage 

For 0.5th quantile (median quantile)Age, Edu2 and Edu3 

are significant with positive coefficient and Sex, and Jobt are 

not at all significant. 

 

AT UPPER TAIL (I.E AT RIGHT TAIL) OF A 

DISTRIBUTION 

 

 for 0.75th quantile, Age, sex, Edu2 and Edu3 are 

significant with positive coefficient and Jobt are 

significant with negative coefficient. 

 for highest quantile, 0.95th quantile, results are similar to 

the case of 0.5th quantile but its effect are  stronger than 

that of 0.5th quantile. 

Figures 4.7 to 4.11 show the marginal effects of 

all variables Age ,Sex, Edu2, Edu3 and Jobt for all 

quantiles within the (0, 1) range of the  monthly wage. The 

horizontal lines (solid line) refer to the OLS coefficient and 

the     difference between the OLS and the marginal  effects of 

Age ,Sex, Edu2, Edu3 and Jobt for all percentage points of the 

quantiles in the  monthly wage help us to understand how 

changing this effect can be. It is also apparent that the slope of 

the regression changes across the quantiles and is clearly not 

constant, as presumed by OLS. They also highlight that a 

linear regression might not be an optimum solution to assess 

the relationship between monthly wage and Age, Sex, Edu2, 

Edu3 and Jobt in the conditional mean model. 

 

 

V. CONCLUSION AND RECOMMENDATION 

 

In this chapter, a general conclusion and recommendation 

on this research work were made. The study was intended to 

identify the effect of Age, Education and Job tenure on 

monthly wage distribution. 

 

A. CONCLUSION 

 

The dependent variable showed skewed distribution, this 

study therefore, relies on quantile regression analysis. Stata 

and Gretl packages were used for the implementation of 

quantile regression. The quantile θ values considered are 0.05, 

0.25, 0.50, 0.75and 0.95. Results showed that for all quantile, 

wage is positively related to Age, gender, graduated and post 

graduated workers. However, wage is negatively related to job 

permanency only at the middle and higher quantiles but 

positively related to wage at lower quantiles but not 

statistically significant. 

The coefficient of age shows that an additional year 

produces positive effect on monthly wage of workers for all 

quantiles and OLS but not statistically significant at lower 

quantiles and OLS.  A worker earns more money at median 

quantile and OLS than at lower quantile, but earns less at 

median quantile and OLS than higher quantile. 

In table 1, the coefficients of Edu3 are much larger than 

that of Edu2 for all quantiles, suggesting the contribution of 

prestigious higher education to wage disparity. The coefficient 

of the job tenure (Jobt) variable suggests that those workers 

who have permanent job make more money than workers 

whose job are temporary at lower quantile (i.e at 0.05th and 

0.25th quantiles), but earn less at higher quantiles (i.e at 0.5th, 
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0.75 and 0,95th quantiles) than worker whose job are 

temporary. Also coefficient of the sex variable for all quantiles 

and OLS suggest that male workers earns more wage than 

female workers at all quantiles but not statistically significant 

except at 0.75th quantile. These show that education 

disequilibrium, age, gender difference and job tenure produce 

significant effect on monthly wage differential of workers. 

 

B. RECOMMENDATION 

 

The results shown in the last column in table 1 reveal that 

ordinary least square approach is inadequate for a variety of 

reasons, including the presence of heteroscedasticity, outliers 

etc and the failure to detect multiple form of shape shift. These 

defects are not restricted to the study of wage disparity alone 

but also appear when other measures are considered. 

Therefore, it is recommended to have an alternative in the 

form of quantile regression approach that is built to handle 

heteroscedasticity and outliers and that will be able to detect 

various forms of shape changes. 

Thus, the use of Quantile Regression as an alternative to 

Ordinary Least Squares Regression in analyzing wages 

inequality is therefore recommended for use not only in 

econometrics, but also in finance, biomedicine, data mining, 

and environmental studies. 
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