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I. INTRODUCTION TO SPEAKER RECOGNITION 

 

When one has to communicate to a machine, the most 

efficient manner is the usage of speech. Training a machine is 

also an effective mechanism when done by the medium of 

speech. Voice Biometrics mechanism plays the main role in 

the identification of the speaker that includes the features of 

voices. Another synonym of this procedure is voice 

recognition. There is a border line between the terms Speaker 

Recognition and Speech Recognition. They are not the same! 

The Speaker Recognition deals with the recognition procedure 

that “who” is speaking and the speech recognition deals with 

the recognition of “what” is being said. The knowledge of 

language is an essential component for the Accuracy of 

Recognition. Humans uses a large amount of techniques to 

remove the confusions in what they hear, Speaker Recognizers 

should use this technique too in order to make themselves 

correct. Language structure also plays a great role in the same 

scenario of Speaker Recognition. Speaker Recognition may 

vary on the dependent characteristics of the speaker. The 

Recognition of the patterns is a super class of the speaker‟s 

recognition problem. Voice Print can be processed using 

various tools and mechanisms such as Hidden Markov Model 

commonly abbreviated as HMM, Gaussian Mixture Models, 

Neural networks (NN) etc. 

 
Figure 1 

Where the term of “Computational Linguistics” [3] is 

concerned, the speech recognition acts as a subfield and does 

the work of converting the words into text matter. Speaker 

recognition can be done with the help of datasets also. An 

Abstract: the process of Speaker Recognition has been used in various domains by the researchers. This can be for a 

biometric system or for entertainment purposes. There is a difference between the process of speaker recognition and 

speech recognition. A large number of datasets are available on the internet but the dataset that I have used is ‘THUYG-

20-SRE’. The components of tis dataset is also mentioned in this paper. A brief difference between the functionality when 

the dataset is present or absent is also mentioned in this paper.  The use of MFCC and delta for the audio extraction is 

also mentioned in this paper. 
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example of this can be “THUYG-20-SRE” [1]. It is an open as 

well as free database. 

 

 

II. PROCESS OF SPEAKER RECOGNITION WHEN 

DATASET IS NOT PRESENT 

 

The process of Speaker Recognition [2] is typically done 

in 2 phases: 

 Enrollment Procedure 

 Verification Procedure 

In the initial phase, the voices of the users are included 

and the enormous features are extracted to construct a model 

or a hypothesis. In the later phase, the voice prints that were 

created in the enrolling phase are compared to the samples of 

speech. 

The Enrollment procedure [4] contains following 

elements if a dataset is not pre-configured: 

 Creation of profile 

 Deletion of profile 

 Response of Enrollment 

 Enrollment of Profile 

 Get Profile phase 

 Identification profile 

 Identification Response 

 Identification Service Http Client Helper 

 Identify Files 

 Print All Profiles 

 Profile Creation Response 

 Reset Enrollments 

The Verification Phase [5] has the following components 

if a data set is not preconfigured: 

 Creation of profile 

 Deletion of profile 

 Response of Enrollment 

 Enrollment of profile 

 Get Profiles 

 Print All Profiles 

 Profile Creation Response 

 Reset Enrollments 

 Verification Profile 

 Verification Response 

 Verification Service Http Client Helper 

 Verify File 

The creation of profiles is a must in situation where data 

set is not present. Enrolling profiles may take a number of 

times for an assurance that the user I valid. The Cognitive 

Services of Microsoft usually does this 3 times for increasing 

the self-confidence of the machine.  

The Deletion of profiles is also an important step in the 

speaker recognition as in case of checking the validity of the 

user. The subscription is legal or not can be identified in this 

case. 

Once the speaker is enrolled, the audio sample can be 

entered so that it can be compared to the enrolled voice, 

identifying the original user. 

When the need is over, the enrollments can be reset and 

new entries can be entered and the whole step can be repeated. 

Coming to the verification phase, the steps that were done in 

the identification are similar to the verification scenario 

naming phase but a bit different in coding phase. The similar 

naming phases includes: 

 Creation of profile 

 Deletion of profile 

 Response of Enrollment 

 Enrollment of profile 

 Get Profiles 

 Print All Profiles 

 Profile Creation Response 

 Reset Enrollments 

The printing of profiles is a convenient objective that is 

fulfilled every time whenever documentation is a pre-

requisite. The response can be positive or negative depending 

on the matching of the voice prints enrolled previously. If the 

result is positive means the confidence is high that means the 

user is valid as well as authorized, and if not that means 

negative then in that condition the user is considered as faulty. 

The Response of the enrollment can be depicted with the 

encapsulation of enrollment response. Encapsulation is a 

process of binding of data and function into a single unit. One 

example of the encapsulation procedure is there are many 

departments in a factory, now a person in the sales department 

has to meet a person in registration department and for that the 

sales person has to issue a memo for that, this illustrates the 

use of encapsulation. 

The Enrollment has to be done on a server also. The 

identification of the profile has a class that encapsulates a user 

profile. 

Major researches have seen various models in which the 

most popular was Gaussian Mixture Model [6].  

Three approaches that are mostly followed: 

 Pitch [7] 

 Segmentation[8]: Implicit- Unsupervised Clustering [9] 

 Explicit- Hidden Markov Model [10] 

 

NEURAL NETWORKS [11] 

 

 Pitch: It is a property of sound, basically concern to 

frequency. It can be termed as the quality of sound that 

may be depicted as high or low, considering a person to 

have a sharp voice or heavy voice. 

 Unsupervised Clustering: Target attribute is unavailable. 

In this no teacher is present. The main objective is to form 

groups and the properties of elements of a particular 

group are similar to each other whereas the elements of 

different clusters are having the different properties. 

Clustering is always compared to classification procedure. 

This procedure deals with classification and is more 

organized in comparison to clustering. Various types of 

clustering includes hierarchical that is further divided into 

2 categories: agglomerative and divisive, partition that 

includes k-means, k-medoid etc.  

 Hidden Markov Model: This model is similar to the 

Markov model, the characteristic that distinguishes it with 

the renowned model is “hidden states”. Let‟s take an 

example, a monkey and a man were talking softly behind 

a curtain, one can say whispering, another man standing 

at a good distance listens to them, but he can‟t 

distinguishes that who is man and who is monkey. The 

whispering is termed as the visible states where as the 
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monkey as well as the man are hidden! This is used for 

forecasting purposes also and the major popular example 

of this is of two coins. 

 Neural Networks: In concern to biology, the largest cell is 

“neuron” that performs millions of operations and its 

components like dendrites, axon etc. plays a really vital 

role. In terms in artificial neural network the word 

“perceptron” is a measure of observation. 

Processing elements are interconnected with each other 

and performs a gradient descent methods. These processing 

components is considered as “neurons”. The skilled or the 

competent neural networks allows the interoperability of the 

network that has the learning ability. In case of realization of 

logic gates also, learning is applied to cope up with the manual 

solution (hit and trial) as it was in Mc Culloch Pitts Model.  

  
 
 
 
 
 
 
 
 
 

 

 

  
 

 

 

 

 

 

 

 

 

Figure 2 

For the purpose of pattern recognition and classification 

neural networks are essentially used. Realization of logic gates 

can also be done using the neural networks. An example of it 

was McCulloch Pitts [12]. Minimization of error takes place 

when weights are adjusted in a nominal fashion. 

Backpropagation algorithm performs a vital role in finding the 

gradient of the error. In the phase of acquiring new 

information and problem solving, the processed data that go 

through the network corresponds to the weight adjustment 

scenario. In the multiclass scenario of neural network 

abbreviated as NN, the difficulty can be marked by making 

use of the feed forward technique in multi-layer division, 

where a single neuron is not used. The other types of neuron 

are as single layer feed forward and feedback networks. 

 

 

III. PROCESS OF SPEAKER RECOGNITION WHEN 

DATASET IS PRESENT-„ THUYG-20-SRE‟ 

 

THUYG-20-SRE is a very popular data set. The total size 

of the dataset is about 6.5 GB. The Components of the data set 

is mentioned in the table given below- 
 

NAME SIZE DESCRIPTION 

data_thuyg20.tar.gz 2.1 GB speech data and 
transcripts for 

speech 
recognition 

data_thuyg20_sre.tar.gz 
 

1.6 GB speech data for 
speaker 

recognition 

test_noise.tar.gz 
 

773 MB standard 0db 
noisy test data for 

speech 
recognition 

test_noise_sre.tar.gz 
 

1.9 GB standard 0db 
noisy test data for 

speaker 
recognition 

resource.tar.gz 
 

26 MB supplementary 
resources, incl. 

lexicon for 
training data, 
noise samples 

Table 1 
The dataset can be freely downloaded from the 

openslr.org. The process of speaker recognition takes place in 
three steps- 
 Speaker Features [13] 
 Train Model [14] 
 Test Speaker [15] 

In the initial step, the speaker features are taken then the 
model or the hypothesis is trained and for that a text file 
containing the names of the speakers is also required. In the 
final step the speakers are tested and verified. They are 
modelled in a group of 5. When the model is trained then, 
.gmm files are generated whose path is to be set in the test 
speaker python file. The MFCC [16] is an abbreviation of Mel 
Frequency Cepstral Coefficients present in 
python_speech_features.mfcc (). The full form of GMM [17] is 
Group Mail Message Log File. Log Filter Energies are also 
used in this process present in 
python_speech_features.logfbank ().  

A number of dim MFCC is used with some of frame log 
energy. A number of dim delta computation is done on MFCC 
features. The coding is utf-8 [18].  

As output, it returns dimensional features vectors for an 
audio [19]. 

The sample of the output of the training model is depicted 
in the figure given below: 

 
 

INPUT 

LAYER 
PROCESSING 

LAYER 

OUTPUT 

LAYER 

NEURAL NETWORK 

http://www.openslr.org/resources/22/data_thuyg20.tar.gz
http://www.openslr.org/resources/22/data_thuyg20_sre.tar.gz
http://www.openslr.org/resources/22/test_noise.tar.gz
http://www.openslr.org/resources/22/test_noise_sre.tar.gz
http://www.openslr.org/resources/22/resource.tar.gz
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The sample of the output of the testing of speaker is given 
below: 

 
The dataset contains an enormous amount of entries, so a 

sample is appropriate to depict the entire illustration. 
 
 

IV. CONCLUSION 

 

The Speaker Recognition Scenario has a tremendous 

amount of potential [20] in providing support to applications 

in various domains. This paper initially depicts and illustrates 

the use of speaker recognition in this modern era. After that, 

the process of speaker recognition is illustrated that includes 2 

processes that are enrollment and recognition. The difference 

between the speaker recognition and speech recognition is also 

illustrated. When the dataset is present, then in that case how 

the speakers are identified is also illustrated. In future 

emotions can also be added to an accurate rate and making this 

speaker recognition system more valuable. They have the 

capability to enhance the security to a larger extent. 
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